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Networked Coordination-Based Distributed Model
Predictive Control for Large-Scale System

Yi Zheng, Shaoyuan Li, and Hai Qiu

Abstract— A class of large-scale systems, which is naturally
divided into many smaller interacting subsystems, is usually
controlled by a distributed or decentralized control framework.
In this case, how to improve the performance of the entire
system is a problem. A novel distributed model predictive
control (MPC) is proposed for improving the global perfor-
mance. Each subsystem is controlled by a subsystem-based MPC.
These controllers coordinate with each other through global
performance optimization index, and take the interactions among
subsystems into account when predicting states evolution. The
stability analysis for the unconstrained distributed MPC is given
for guiding the control parameters tuning. Numeric results show
that the proposed architecture could guarantee satisfactory global
performance under even strong interactions among subsystems.

Index Terms— Distributed control system, distributed model
predictive control (DMPC), model predictive control (MPC),
networked model predictive control.

I. INTRODUCTION

THERE are a class of complex large-scale systems which
are composed of many physically or geographically

divided subsystems. Each subsystem interacts with some so-
called neighboring subsystems by their states and inputs. The
technical target is to achieve a specific global performance of
the entire system.

The classical centralized control solution, which could
obtain a good global performance, is often impractical to be
applied to a large-scale system for computational reason and
lack of error tolerance. When the centralized controller fails or
a control component fails, the entire system is out of control
and the control integrity cannot be guaranteed.

The distributed (or decentralized) framework, where each
subsystem is controlled by an independent controller, has the
advantages of error-tolerance, less computational effort, and
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being flexible to system structure. Thus the distributed control
framework is usually adopted in this class of system [1]–[5],
in spite of the fact that the dynamic performance of centralized
framework is better than it. Thus, how to improve global
performance under distributed control framework is a valuable
problem.

Model predictive control (MPC), as a highly practical
control technology with high performance [6], has been
successfully applied to various linear [7]–[9] and nonlinear
[10]–[12] systems in the process industries, and is becoming
more widespread [13]–[15]. The distributed framework of
MPC, distributed MPC (DMPC), is also gradually developing
for the control of large-scale systems with the development
of communication network technologies in process industries
which allow the control technologies and methodologies to
utilize their potentials for improving control.

Some DMPC formulations are available in the literatures
[1], [2], [16]–[25]. Among them, [17] proposed a DMPC
scheme for large-scale linear time-invariant systems, in which
the subsystems interact with each other with inputs, and each
local controller uses the so-called local performance index.
A DMPC for systems with polytopic description is presented
in [25]. As pointed out by the authors of [18]–[20], the
performance of the DMPC is, in most cases, worse than
that of centralized MPC. An iterative algorithm for DMPC
based on Nash optimality to improve the efficiency of DMPC
solution was developed in [18]. Then, an extended scheme
based on a so-called neighborhood optimization is proposed
to improve the global performance [19]. A DMPC scheme,
in which the optimization index of each subsystem-based
MPC is the performance of whole system is also presented
in [20], to guarantee the feasibility properties in iteration and
to improve the global performance. However, these methods
are based on an iterative algorithm, and they do not focus on
the system in which each subsystem interacts with each other
by both their states and their inputs with time delay existing
in communication network.

Fortunately, [1] presents a coordination strategy for this
class of system, which is a noniterative method. However,
the control strategy of this method pursues the performance
of local subsystem. Thus, [2] proposed a method based on
the so-called neighborhood optimization to improve the global
performance under the condition of limited network resources.

As an extension, this brief proposed another method, called
“networked coordination-based DMPC (NC-DMPC),” for
improving the global performance of this class of system when
global information is available. In this method, the subsystem-
based MPCs coordinate with each other through global perfor-
mance optimization index. The interactions among subsystems
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Fig. 1. Structures of distributed system and distributed control framework.

are estimated and considered according to the predictions
of future states and inputs of each subsystem. A stability
analysis of unconstrained NC-DMPC is provided for tuning
the controllers and the performance of closed-loop system
using proposed NC-DMPC is analyzed. Simulations are given
to validate the efficiency of this method.

The contents are organized as follows. Section II describes
the problem. Section III proposes the NC-DMPC and gives
the closed-form solution of NC-DMPC. The stability and
performance analysis is provided in Section IV. Section V
gives the simulation results. Finally, a brief conclusion is
drawn to summarize this brief.

II. PROBLEM DESCRIPTION

A. System Description

For a class of large-scale system with hundreds (or thou-
sands) of input and output variables, since centralized control
is forbidden for the less flexibility and the large cost of
computation, the distributed framework is usually adopted
regardless of losing global performance. As shown in Fig. 1
the whole system is natural in view of the process layout
partitioned properly into interconnected subsystems [26]. Each
subsystem is controlled by a subsystem-based controller and
these controllers are interconnected via network.

Without loss of generality, suppose that the whole system
S is composed of m linear, discrete-time subsystems Si ,i =
1, . . . , m, and each subsystem interacts with others by both
inputs and states. Then, according to [2] the state-space
representation of Si can be expressed as

xi (k + 1) = Aii xi (k) + Bii ui (k)

+
∑

j=1,...,m; j �=i

Ai j x j (k) +
∑

j=1,...,m; j �=i

Bi j u j (k)

(1a)

yi (k) = Cii xi (k) +
∑

j=1,...,m, j �=i

Ci j x j (k) (1b)

where xi ∈ Rnxi , ui ∈ Rnui , and yi ∈ Rnyi , are the local state,
input, and output vectors, respectively. The model of S can be
expressed as

x(k + 1) = Ax(k) + Bu(k) (2a)

y(k) = Cx(k) (2b)

where x ∈ Rnx , u ∈ Rnu , and y ∈ Rny , are state, input, and
output vectors of S, respectively. A, B, and C are system
matrices.

The control objective minimizes the following global perfor-
mance index:

J (k) =
m∑

i=1

(
P∑

l=1

∥∥∥yi (k + l) − yd
i (k + l)

∥∥∥
2

Qi

+
M∑

l=1

‖�ui (k + l − 1)‖2
Ri

)
(3)

where yd
i and �ui (k) are output set point and input increment

of S j , and �ui (k) = ui (k) − ui (k − 1). Qi and Ri are
weight matrices, P, M ∈ N,P ≥ M , are predictive horizon
and control horizon, respectively.

The problem is to design a coordination strategy for
improving the global performance of the closed-loop system
in the distributed framework.

B. Existing Methods

There are two DMPCs that appear in literature for the large-
scale systems described above.

Distributed algorithms where each local controller mini-
mizes local optimization objective [1]

Ji (k) =
P∑

l=1

∥∥∥yi (k+l)−yd
i(k+l)

∥∥∥
2

Qi
+

M∑

l=1

‖�ui (k+l−1)‖2
Ri

. (4)

In computing the optimal solution, each local controller
exchanges estimation states with its neighbors, thereby
improving the performance of local subsystem. However, the
whole system’s performance is not considered in this method.

Distributed algorithms are those in which each local
controller minimizes a neighborhood cost function [2]

J ′
i (k) =

∑

i, j∈(neighbor of Si)

Jj (k). (5)

This strategy could achieve a better performance than that
using local performance optimization index. However, since it
balanced the communication resource, the global information
is not fully used in each subsystem-based MPC.

In this brief, a method based on global performance opti-
mization is proposed for large-scale systems in which the
subsystems interact with each other by both inputs and states.
The goal is to achieve a significantly improved performance
of the whole system with full use of network resources.

III. NC-DMPC

A. NC-DMPC Formulation

The proposed control architecture is based on a set of
independent MPC controllers Ci for each Si , i = 1, 2, . . . , m.
These MPCs could exchange information with its neighbors
through a network. To clearly discuss the proposed control
methodology, the simplifying Assumption 1 and the notations
defined in Table I are adopted in this brief.

Assumption 1: 1) Controllers are synchronous, since the
sampling interval is usually rather long compared with the
computational time in process control; 2) communication
channel introduces a delay of a single sampling time interval,
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TABLE I

NOTATIONS DEFINITION1

Notations Explanations
diaga{A} Diagonal block matrix made by a blocks equal to A;
λ j {A} The j th eigenvalue of a square matrix A;
O(a) To be proportional to a;
0a×b An a × b null matrix;
0a An a × a null matrix;
Ia An a × a identity matrix;
x̂i (l |h ) Predictions of xi (l) computed by Ci at time h;
ŷi (l |h ) Predictions of yi (l) computed by Ci at time h;
ui (l |h ) Input ui (l) computed by Ci at time h;
�ui (l |h ) Input increment �ui (l) computed by Ci at time h;
yd

i (l |h ) Set point of yi (l |h );
yd (l |h ) Set point of y(l |h );
x̂i (l |h ) Predictions of x(l) computed by Ci at time h;
ŷi (l |h ) Predictions of y(l) computed by Ci at time h;
Ui (l, p |h ) A complete input vector Ui (l, p |h ) =

[ uT
i (l |h ) uT

i (l + 1 |h ) · · · uT
i (l + p |h ) ]T ;

�Ui (l, p |h ) Input increment sequence vector, �Ui (l, p |h ) =
[� uT

i (l |h ) �uT
i (l + 1 |h ) · · · �uT

i (l + p |h ) ]T
U(l, p |h ) Complete stacked input vector, U(l, p |h ) =

[ uT (l |h ) uT (l + p |h ) · · · uT (l + p |h ) ]T ;
X̂i (l, p |h ) Sacked distributed state vector, X̂i (l, p |h ) =

[ x̂iT (l |h ) x̂iT (l + 1 |h ) · · · x̂iT (l + p |h ) ]T ;
X̂i (l, p |h ) Stacked distributed state vector, X̂i (l, p |h ) =

[ x̂T
i (l |h ) x̂T

i (l + 1 |h ) · · · x̂T
i (l + p |h ) ]T ;

X̂(l, p |h ) Complete stacked state vector, X̂(l, p |h ) =
[ x̂T (l |h ) x̂T (l + 1 |h ) · · · x̂T (l + p |h ) ]T ;

Ŷi (l, p |h ) Stacked distributed state vector,
Ŷi (l, p |h ) =
[ ŷiT (l |h ) ŷiT (l + 1 |h ) · · · ŷiT (l + p |h ) ]T ;

Y(l, p |h ) Complete stacked state vector, Y(l, p |h ) =
[ yT (l |h ) yT (l + 1 |h ) · · · yT (l + p |h ) ]T ;

Yd (l, p |h ) Set point of Y(l, p |h );
X̂(l, p |h ) Complete stacked state vector, X̂(l, p |h ) =

[ X̂T
1 (l, p |h ) · · · X̂T

m(l, p |h ) ]T ;
Yd (l, p |h ) Yd (l, p |h ) = diagm(Yd );
U(l, p |h ) Complete stacked state vector, U(l, p |h ) =

[ UT
1 (l, p |h ) · · · UT

m(l, p |h ) ]T .

1a and b are constants; p, l, h are positive integers, and h < l; A is
a matrix.

since an instantaneous data transfer is not possible in real situa-
tions; 3) controllers communicate only once within a sampling
time interval; and 4) local states xi (k), i = 1, 2, . . . , m, are
accessible.

1) Performance Index: Since the optimal control decision
of Si affects, or even destroys, the performance of other
subsystems, the performance of other subsystems should be
considered in finding the optimal of solution of Si . To improve
the global performance of whole closed-loop system, the
following so-called global performance index is adopted in
each Ci , i = 1, . . . , m:

J̄i (k) =
P∑

l=1

∥∥∥ŷi (k + l |k ) − yd(k + l |k )
∥∥∥

2

Q

+
M∑

l=1

‖�ui (k + l − 1 |k )‖2
Ri

(6)

where Q = diag{Q1, Q2, . . . , Qm}. It should be noted that
�u j (k + l − 1 |k ) is excluded in the performance index, since
it is independent of the future inputs sequence of S j .

2) Prediction Model: Since the state evolution of other
subsystems is affected by ui (k) after one or several control
periods, to improve the prediction precision, this influence
is considered in Ci when predicting the future states of all
subsystems. In addition, due to the unit delay introduced by the
network, the information of other subsystems is available only
after one sampling time interval. Therefore, in Ci , the states
and outputs of all subsystems in l-step ahead are predicted by

x̂i (k + l + 1 |k ) = AlLi x(k) + AlL′
i x̂(k |k − 1 )

+
l∑

s=1

As−1Bi ui (k + l |k ) +
∑

j ∈ {1, . . . , m}
j �= i

×
l∑

s=1

As−1B j u j (k + l |k − 1 ) (7a)

ŷi (k + l + 1 |k ) = Ĉx
i
(k + l + 1 |k ) (7b)

where Li = [0nxi×∑i−1
j=1 nx j

Inxi 0nxi×∑m
j=i+1 nx j ], L′

i =
diag{I∑i−1

j=1 nx j
, 0nxi , I∑m

j=i+1 nx j
}, Bi = [ BT

1i BT
2i · · · BT

mi ]T .

Remark 1: It should be noted that the input of this neigh-
borhood model is still the input of Si , and the inputs and states
of other subsystem are regarded as disturbances. The estima-
tions of future states and outputs of all subsystems (except
Si ) are only used in controller Ci , and these estimations are
different from that estimated by the controller Ci itself.

3) Optimization Problem:
Definition 2: For each independent controller Ci , i =

1, . . . , m, the unconstrained NC-DMPC problem with predic-
tion horizon P and control horizon M, M < P , at time k is
to minimize the performance index (6) with system equation
constraint (7)

min
�Ui (k,M |k )

P∑

l=1

∥∥∥ŷi (k + l |k ) − yd(k + l |k )
∥∥∥

2

Q

+
M∑

l=1

‖�ui (k + l − 1 |k )‖2
Ri

s.t. (7). (8)
At time k, based on the exchanged information x̂ j (k |k − 1 ),

U j (k + l |k − 1 ), together with x(k), the optimization problem
(8) is solved in each independent Ci . The first element of
the optimal solution is selected and ui (k) = ui (k − 1) +
�ui (k |k ) is applied to S j . Then, by (7), each local controller
estimates the future state at time k + 1 and broadcasts it in
network together with the optimal control sequence over the
control horizon. At time k + 1, each local controller uses this
information to repeat the whole procedure.

B. Closed-Form Solution

The main result of this subsection is the computation of
a closed-form solution to the NC-DMPC problem. For this
purpose, the NC-DMPC (8) is first transformed into a
quadratic program (QP) problem which has to be locally
solved online at each sampling instant.
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Define

T̃i = diag

⎧
⎪⎨

⎪⎩
Ii−1∑

j=1
nu j

, 0nui , I M∑
j=i+1

nu j

⎫
⎪⎬

⎪⎭
(9a)

B̃i =

⎡

⎢⎢⎢⎢⎢⎢⎣

0(M−1)nx×nu

∣∣ diagM−1{BT̃i }
0nx ×(M−1)nu

∣∣∣∣BT̃i
...

∣∣∣∣
...

0nx ×(M−1)nu

∣∣∣∣BT̃i

⎤

⎥⎥⎥⎥⎥⎥⎦
(9b)

S̄ =

⎡

⎢⎢⎢⎢⎣

A0 0 · · · 0

A1 A0 . . .
...

...
. . .

. . . 0
AP−1 · · · A1 A0

⎤

⎥⎥⎥⎥⎦

Āa =

⎡

⎢⎢⎢⎣

A
0
...
0

⎤

⎥⎥⎥⎦ (9c)

B̄i =

⎡
⎢⎢⎢⎢⎢⎣

0(M−1)nx×nui

∣∣ diagM−1{Bi }
0nx ×(M−1)nui

∣∣∣∣Bi
...

∣∣∣∣
...

0nx ×(M−1)nui

∣∣∣∣Bi

⎤
⎥⎥⎥⎥⎥⎦

C̄a = diagP {C} (9d)

�̄i =

⎡
⎢⎢⎢⎢⎣

Inui 0nui . . . 0nui

Inui Inui

. . .
...

...
. . .

. . . 0nui

Inui · · · Inui Inui

⎤
⎥⎥⎥⎥⎦

�′
i = [

M︷ ︸︸ ︷
Inui · · · Inui ]T (9e)

Ni = C̄a S̄B̄i �̄i , Q̄ = diagP{Q}, R̄i = diagM {Ri }. (9f)

The following Lemma can be obtained based on (7)–(9).
Lemma 3 (QP): Under Assumptions 1, each independent

controller Ci , i = 1, . . . , m has to solve at time k the following
optimization problem:

min
�Ui (k,M |k )

[�UT
i (k, M |k )Hi�Ui (k, M |k )

−Gi (k + 1, P |k )�Ui (k, M |k )] (10)

where the positive definite matrix Hi has the form

Hi = NT
i Q̄Ni + R̄i (11a)

and

Gi (k+1, P |k )=2NT
i Q̄[Yd(k+1, P |k )−Ẑi (k+1, P |k )]

(11b)

with

Ẑi (k + 1, P |k ) = C̄a S̄[B̄i�
′
i ui (k − 1) + ĀaLi xi(k |k )

+ ĀaL′
i x̂(k |k − 1 )

+ B̃i U(k − 1, M |k − 1 )]. (11c)

The proof can be found in Appendix A.
According to (10), the solution to (8) can be deduced as

�Ui (k, M |k ) = (1/2) · H−1
i Gi (k + 1, P |k ). By noting that

only the first element of the optimal sequence is actually
applied to the process, Theorem 4 is obtained.

Theorem 4 (Closed-Form Solution): Under Assumptions 1,
for each controller Ci , i = 1, . . . , m, the closed-form control
law applied at time k to subsystem Si is given by

ui (k) = ui (k − 1) + Ki [Yd(k + 1, P |k ) − Ẑi (k + 1, P |k )]
(12)

where

Ki = �i K̄i ,�i = [ Inui
0nui ×(M−1)nui

], K̄i = H−1
i NT

i Q̄.
(13)

Remark 2: In Ci , the complexity to obtain the closed-form
solution is mainly incurred by the inversion of Hi . By using
the Gauss–Jordan algorithm for this task and considering that
the size of Hi equals M · nui , the complexity of inversion
algorithm is O(M3 · n3

ui
). Therefore, the total computational

complexity of solving NC-DMPC is only O(M3 · ∑n
i=1 n3

ui
)

while the computational complexity of the centralized control
strategy equals O(M3 · (∑n

i=1 nui )
3).

IV. STABILITY AND PERFORMANCE ANALYSIS

A. Stability Analysis

On the basis of the closed-form solution stated by
Theorem 4, the closed-loop dynamics can be specified and the
stability condition can be verified by analyzing the closed-loop
dynamic matrix. Define

� = [ �T
1 · · · �T

P ]T , �l = diag{�1l, . . . , �ml}
�il = [ 0nxi ×(l−1)nxi

Inxi
0nxi ×(P−l)nxi

]
(i = 1, . . . , m, l = 1, . . . , P) (14a)

� = [ �T
1 · · · �T

M ]T , �l = diag{�1l, . . . ,�ml }
�il = [ 0nui ×(l−1)nui

Inui
0nui ×(M−l)nui

]
(i = 1, . . . , m, l = 1, . . . , M) (14b)

Ā = diagm{Āa}, B̄ = diag{B̄1, . . . , B̄m} (15a)

C̄ = diagm{C̄a}, L̄i = diagP{LT
i } (15b)

L = diag{L1, . . . , Lm}, L̄ = diag{L̄1, . . . , L̄m } (15c)

�′ = diag{�′
1, . . . ,�

′
m}, � = diag{�1, . . . ,�m} (15d)

L̃ = L′[ Inx 0nx ×(P−1)nx ], L′ = [ L′T
1 · · · L′T

m ]T (15e)

B̃ = [ B̃T
1 · · · B̃T

m ]T , S = diagm{S̄} (15f)

� = diag{�̄1K̄1, . . . , �̄mK̄m} (15g)

� = −�C̄SĀL (16a)

� = −�C̄SĀL̃� (16b)

� = �′� − �′�(B̄�′� + B̃�). (16c)

Then, the Theorem 5 can be deduced.
Theorem 5 (NC-DMPC Stability): The closed-loop system

given by the feedback connection of plant S with the set of
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independent controller Ci , i = 1, . . . , m, whose closed-form
control laws are given by (12), is asymptotically stable if and
only if ∣∣λ j {AN }∣∣ < 1,∀ j = 1, . . . , nN (17)

where

AN =
⎡

⎢⎣
A 0 B� 0

L̄SĀL L̄SĀL̃� L̄SB̄ L̄SB̃�

�A + �L̄SĀL �L̄SĀL̃� �B� + �L̄SB̄ + � �L̄SB̃�

0 0 IMnu 0

⎤

⎥⎦

nN = Pnx +nx +2Mnu is the order of the whole closed-loop
system.

The proof can be found in Appendix B.
Remark 3: It should be noted that the first two block rows of

dynamic matrix AN included in (17) depend on the elements
of matrix A and the elements of matrix B, while the third block
row depends on A, B, C, Q, Ri , P , and M . The degree of
freedom available to the designer are on the choices of Q, Ri ,
P , and M , in the NC-DMPC design phase, which introduces
significant modifications only on the third block row of AN

used for the stability test.

B. Performance Analysis

To explain the essential difference between the NC-MPC
and the centralized MPC, for each Ci , i = 1, . . . , m, the
optimization problem of NC-DMPC (8) is rewritten as

min
�Ui (k,M |k )

P∑

l=1

∥∥∥ŷi (k + l |k ) − yd(k + l |k )
∥∥∥

2

Q

+
M∑

l=1

‖�ui (k + l − 1 |k )‖2
Ri

s.t.

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

x̂i
i (k + l + 1 |k )

...

x̂i
i−1(k + l + 1 |k )

x̂i (k + l + 1 |k )

x̂i
i+1(k + l + 1 |k )

...

x̂i
m(k + l + 1 |k )

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

= Al

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

x̂1(k |k − 1 )
...

x̂i−1(k |k − 1 )
xi (k |k )

x̂i+1(k |k − 1)
...

x̂m(k |k − 1 )

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

+
l∑

s=1

As−1BŨ(k, l |k )

Ũ(k, M |k ) = [ uT
1 (k |k − 1 ) . . . uT

i−1(k |k − 1 ) ui (k |k )

uT
i+1(k |k − 1 ) · · · uT

m(k |k − 1 ) · · ·
uT

1 (k + l |k − 1 ) . . . uT
i−1(k + l |k − 1 ) ui (k + l |k )

uT
i+1(k + l |k − 1 ) · · · uT

m(k + l |k − 1 ) ]T

ŷi (k + l |k ) = Cx̂i (k + l |k ). (18)

The optimization problem of centralized MPC can be
written as

min
�Ui (k,M |k )

P∑

l=1

∥∥∥ŷ(k + l |k ) − yd(k + l |k )
∥∥∥

2

Q

+
M∑

l=1

‖�ui (k + l − 1 |k )‖2
Ri

s.t.

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

x̂1(k + l + 1 |k )
...

x̂i−1(k + l + 1 |k )
x̂i (k + l + 1 |k )

x̂i+1(k + l + 1 |k )
...

x̂m(k + l + 1 |k )

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

= Al

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

x1(k |k )
...

xi−1(k |k )
xi (k |k )

xi+1(k |k )
...

xm(k |k )

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

+
l∑

s=1

As−1BU(k, l |k )

Ũ(k, M |k ) = [ uT
1 (k |k ) . . . uT

i−1(k |k ) ui (k |k )

uT
i+1(k |k ) · · · uT

m(k |k ) · · ·
uT

1 (k + l |k ) . . . uT
i−1(k + l |k ) ui (k + l |k )

uT
i+1(k + l |k ) · · · uT

m(k + l |k ) ]T

ŷ(k + l |k ) = Ĉx(k + l |k ). (19)

It can be seen that the performance indices in (18) and (19)
are identical. The states evolution models are also similar.
The only difference between these two problems is that, in
NC-DMPC, the initial states and future control sequences of
other subsystems at time k are substituted by the estimations
calculated at time k − 1. If there is disturbance, model
mismatch or set point change, the future input sequences of
subsystems calculated at time k are not equal to that calculated
at time k − 1, which induces estimation errors of future states
between two optimization strategies. This affects the final
performance of closed-loop system. Although this difference
exists, the optimization problem of NC-DMPC is still very
close to that of centralized MPC.

V. SIMULATION

In this section, the performance of the proposed NC-DMPC
is investigated and compared with that of the networked
decentralized MPC (N-DMPC) presented in [1]. Consider the
nonminimum phase plant S appeared in [1]. We discretize this
plant with a sampling time of 0.2 second, which yields

[
y1(z)
y2(z)

]
=

⎡

⎣
−0.024(z−1.492)(z+0.810)

(z−0.819)(z2−1.922z+0.961)
α 0.018(z+0.935)

(z2−1.676z+0.819)

α 0.126
(z−0.368)

0.147(z−0.668)
(z2−1.572z+0.670)

⎤

⎦
[

u1(z)
u2(z)

]
.

A state-space realization for S has the form (2), with matrices

A =
[

A11 0
0 A22

]

B =
[

B11 0
0 B22

]

C =
[

C11 C12
C21 C22

]

A11 =

⎡

⎢⎢⎣

2.74 −1.27 0.97 0
2 0 0 0
0 0.5 0 0
0 0 0 0.37

⎤

⎥⎥⎦

B11 =

⎡
⎢⎢⎣

0.25
0
0

0.5

⎤
⎥⎥⎦
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Fig. 2. Plant with α = 0.1. (a) Maximum closed-loop eigenvalues with
N-DMPC and NC-DMPC. (b) Control performance with γ = 1 and P = 20
for N-DMPC (blue line, MSE = 0.2568) and NC-DMPC (red line, MSE =
0.2086).

A22 =

⎡

⎢⎢⎣

1.68 −0.82 0 0
1 0 0 0
0 0 1.57 −0.67
0 0 1 0

⎤

⎥⎥⎦

B22 =

⎡

⎢⎢⎣

0.25
0

0.5
0

⎤

⎥⎥⎦

C11 = [ −0.1 0.03 0.12 0 ]
C12 = α[ 0.07 0.07 0 0 ]
C21 = α[ 0 0 0 2.25 ]
C22 = [ 0 0 0.29 −0.20 ].

Decompose S into two SISO subsystems, S1 and S2. The
corresponding state-space realizations of S1 and S2 have the
form (1), with matrices {A11, B11, C11} and {A22, B22, C22},
respectively. The constant parameter α is used to study the
interactions between S1 and S2.

Similar to N-DMPC, the computational complexity of
NC-DMPC depends on the plant size, in particular on the
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Fig. 3. Plant with α = 1. (a) Maximum closed-loop eigenvalues with
N-DMPC and NC-DMPC. (b) Control performance with γ = 1 and p = 20
for N-DMPC (blue line, MSE = 0.2277) and NC-DMPC (red line, MSE =
0.2034).

number of inputs of independent controllers, while the feasi-
bility depends on the possibility to satisfy Theorem 5 for a
specific set of parameters P , M , Q, and Ri , i = 1, . . . , m.
Different weighting matrices and horizons can be selected.
Here, for simplifying the graphical representations of the
results, we choose P = M , R = γ Iu , and Q = Iy .

The maximum eigenvalues of the corresponding closed-loop
systems are computed and plotted in 3-D graphs of Figs. 2(a),
3(a), and 4(a) for different combinations of γ and P . (More
degrees of freedom can be used if the achieved performances
and stability are not satisfactory). The Z -axis represents the
maximum eigenvalues, the X- and Y -axis represent the loga-
rithm of γ and P , respectively. The control performance of
closed-loop system is plotted in Figs. 2(b), 3(b), and 4(b),
where the black dashed lines correspond to the desired outputs,
the blue solid lines correspond to the system outputs and inputs
using N-DMPC, and the red dashed lines represent the system
outputs and inputs using proposed NC-DMPC.

The stability depends on the choice of the tuning parameters
γ and P . For weak interactions [see Figs. 2(a) and 3(a)],
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Fig. 4. Plant with α = 10. (a) Maximum closed-loop eigenvalues with
N-DMPC and NC-DMPC. (b) Control performance with γ = 1 and p = 20
for N-DMPC (blue line, unstable) and NC-DMPC (red line, MSE = 0.1544).

the ranges of tuning parameters in NC-DMPC are similar to
those of N-DMPC. At the same time, a wider range of tuning
parameters in NC-DMPC, than that in N-DMPC, is available
for strong interactions [see Fig. 4(a)].

Most importantly, a better global performance of the closed-
loop system is observed for the proposed NC-DMPC where
the subsystems exhibit interactions [see Figs. 2(b) and 3(b)].
The MSEs of outputs with NC-DMPC are less than that
using N-DMPC when α = 0.1 and α = 1, which are
(0.2086, 0.2034) for NC-DMPC and (0.2568, 0.2277) for
N-DMPC, respectively. The closed-loop system is unstable
using N-DMPC, while it is stable using NC-DMPC when
α = 10, γ = 1 and P = 20 (see Fig. 4).

In conclusion, for the given example, NC-DMPC provides
larger regions of tuning parameters than N-DMPC. Usually,
the stable regions are associated with big prediction horizon P
and small weight γ. The NC-DMPC can achieve a satisfactory
global performance whether the interactions among subsys-
tems are stronger or not. Furthermore, the cost of computation
is very small as compared with the centralized.

VI. CONCLUSION

In this brief, the control for a class of large-scale system was
discussed, in which the whole system is naturally divided into
many small scale interacting subsystems and these subsystems
interacts each other by both their states and their inputs. The
NC-DMPC was proposed for improving the global perfor-
mance of closed-loop system in the existence of one step
network communication delay. The condition of closed-loop
stability was given for local MPCs tuning and the perfor-
mance of proposed methodology is discussed. Compared with
the existing method, NC-DMPC could achieve an improved
performance of the whole system through using global index
in optimization. Further investigation might focus on designing
stabilized distributed MPC, which could improve the global
performance of the studied system.

APPENDIX A
PROOF OF LEMMA 3

According to (7) and (9), the stacked predictions of states
and outputs of S calculated by subsystem Si at time k is

X̂i (k + 1, P |k ) = S̄
[

Āi Li xi (k) + B̄i Ui (k, M
∣∣k)

+ĀaL′
i x̂(k

∣∣k − 1)

+B̃i U(k − 1, M
∣∣k − 1)

]
(A.1a)

Ŷi (k + 1, P |k ) = C̄aX̂i (k + 1, P |k ) (A.1b)

where, the last P − M + 1samples of Û(k − 1, P |k − 1 )
and Ui (k, P |k ) are assumed to equal the last element of
U(k − 1, M |k − 1 ) and Ui (k, M |k ), respectively.

By ui (k +h |k ) = ui (k −1)+∑h
r=0 �ui (k + r |k ) and (9e),

it has

Ui (k, M |k ) = �′
i ui (k − 1) + �̄i�Ui (k, M |k ). (A.2)

Then the QP (10) can be deduced by substituting (9), (A.1)
and (A.2) into (6).

APPENDIX B
PROOF OF THEOREM 5

By (9) and (15), the stacked states prediction of Si in Ci at
time k is expressed as

X̂i (k + 1, P
∣∣k) = L̄T

i S̄
[

ĀaLi xi (k) + B̄i Ui (k, M
∣∣k)

+Āi L′
i x̂(k

∣∣k − 1)

+B̃i U(k − 1, M
∣∣k − 1)

]
. (B.1)

Through (14), it has

X̂(k, P |k − 1 ) = �X̂(k, P |k − 1) (B.2a)

U(k, M |k − 1) = �U(k, M |k − 1 ). (B.2b)

By (B.2), (15) and (B.1), the stacked prediction of the states
of all subsystems at time k is expressed as

X̂(k + 1, P
∣∣k) = L̄S[ ¯ALx(k) + B̄U(k, M

∣∣k)
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+ĀL̃�X̂(k, P
∣∣k − 1)

+B̃�U(k − 1, M
∣∣k − 1)]. (B.3)

Noting that ui (k −1) = �i Ui (k −1, M |k − 1 ), by (12) and
(15e), it has

Ui (k, M
∣∣k) = �′

i�i Ui (k − 1, M
∣∣k − 1) + �̄i K̄i

×[Yd(k + 1, P
∣∣k) − Ẑi (k + 1, P

∣∣k)]. (B.4)

Substituting (11c) into (B.4), by (14), (B.2) and (15), the
complete stacked open-loop optimal sequence becomes

U(k, M
∣∣k) = �U(k − 1, M

∣∣k − 1)+�x(k) + �X̂(k, P
∣∣k − 1)

+�Yd(k + 1, P
∣∣k). (B.5)

Noting that the complete feedback control law computed by
all controllers is

u(k) = �U(k, M |k ). (B.6)

Combining (2), (B.3), (B.5), and (B.6), the closed-loop
state-space representation for the distributed case is derived
as

x(k) = Ax(k − 1) + B�U(k − 1, M
∣∣k − 1) (B.7a)

X̂(k, P
∣∣k − 1) = L̄S[ ¯ALx(k − 1) + B̄U(k − 1, M

∣∣k − 1)

+ĀL̃�X̂(k − 1, P
∣∣k − 2)

+B̃�U(k − 2, M
∣∣k − 2)] (B.7b)

U(k, M
∣∣k) = �[Ax(k − 1) + B�U(k − 1, M

∣∣k − 1)]
+ ¯�LS[ ¯ALx(k − 1) + B̄U(k − 1, M

∣∣k − 1)

+ĀL̃�X̂(k − 1, P
∣∣k − 2)

+B̃�U(k − 2, M
∣∣k − 2)] (B.7c)

+�U(k − 1, M
∣∣k − 1) + �Yd(k + 1, P

∣∣k)

y(k) = Cx(k) (B.7d)

where x̂(k |k ) is substituted with x(k) due to the assumption
of fully accessible state.

Define the extended state as

XN (k) = [xT (k), X̂T (k, P|k − 1), UT (k, M|k),

UT (k − 1, M|k − 1)]T .

Then by (B.7), Theorem 5 is deduced.
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